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Abstract We study stochastic billiards in infinite planar domains with curvilinear bound-
aries: that is, piecewise deterministic motion with randomness introduced via random reflec-
tions at the domain boundary. Physical motivation for the process originates with ideal gas
models in the Knudsen regime, with particles reflecting off microscopically rough surfaces.
We classify the process into recurrent and transient cases. We also give almost-sure results
on the long-term behaviour of the location of the particle, including a super-diffusive rate
of escape in the transient case. A key step in obtaining our results is to relate our process
to an instance of a one-dimensional stochastic process with asymptotically zero drift, for
which we prove some new almost-sure bounds of independent interest. We obtain some of
these bounds via an application of general semimartingale criteria, also of some independent
interest.

Keywords Stochastic billiards - Rarefied gas dynamics - Knudsen random walk - Random
reflections - Recurrence/transience - Lamperti problem - Almost-sure bounds -
Birth-and-death chain

1 Introduction

We consider stochastic billiards (Knudsen random walk) in two-dimensional infinite do-
mains (‘tubes’) of the form D = {(x,y) e R? : x > A, |y| < g(x)} where A > 1 and
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g :[1,00) = (0, 00) is a monotone smooth function. Generally speaking, billiards are dy-
namical systems describing the motion of a particle in a region with reflection rules at the
boundary: such systems have been extensively studied in the mathematical and physical lit-
erature. When the reflection rule is randomized, we have a stochastic billiard process. These
stochastic models have received much less attention; invariant distributions for stochastic
billiards in general (mostly bounded) domains were studied in [5, 9]. In the present paper
we study the qualitative (recurrence or transience) and quantitative (almost-sure bounds)
behaviour of stochastic billiards in unbounded domains in the plane.

Physical motivation for the billiards model comes from the dynamics of ideal gas models
in the so-called Knudsen regime where intermolecular interactions are neglected. The ran-
dom reflection law is motivated by the fact that the particle is small and the surface off which
it reflects has a complicated (rough) microscopic structure. The behaviour of such Knudsen
flows is of interest in several areas of physics, chemistry, and technology. For physical back-
ground, see for instance [3, 16]. For more on the motivation of the model in the present
paper, see [5] and references therein. We mention some related models at the end of this
section.

Informally, the model that we study can be described as follows. A particle moves bal-
listically inside the domain D at constant velocity (of unit magnitude, say), and each time
that the particle hits the boundary, it is reflected at a random angle « € (—n/2, 7/2) to the
inwards-pointing normal at the boundary curve 3D, where o does not depend on the initial
direction of the particle. So, inside the domain the motion is deterministic: the stochastic-
ity is introduced via the distribution « of the random reflections. In this paper, we take the
distribution of « to be symmetric about 0.

We consider two types of problem: (i) the continuous-time motion of the particle in
the tube; and (ii) the discrete-time embedded process obtained by observing the instances
of collisions on the boundary (in other words, unit time elapses between reflections). The
embedded process is, from our point of view, of interest in its own right (and behaves very
differently to the continuous-time process), and is also a vital ingredient for the study of
the continuous-time process. The asymptotic phenomena that we study for each process are
also of two main types: (i) recurrence or transience, and existence of moments for recurrence
times; and (ii) almost-sure bounds for the location of the particle at time 7, as t — oo.

What kind of regions D are of interest? In the case of g(x) = 1, our model becomes
symmetrically reflecting motion in a strip. Roughly speaking for the moment, the horizontal
motion of the particle is then described by a random walk with zero drift, and so the model
is null-recurrent. On the other hand, if g(x) = x our tube is a wedge and, with our reflection
rule, at any reflection there is a positive chance that the particle will head off to infinity and
never return to a bounded set: it is transient. Similarly if g(x) = Bx for 8 € (0, 1), it is not
difficult to show that the particle will follow nearby the deterministic trajectory which goes
to infinity with linear speed. This dichotomy motivates the study of tubes with widths that
grow sub-linearly, to probe precisely the transition between recurrence and transience. It is
also natural to consider the case where the tube has decreasing width.

The primary family of tubes to bear in mind has g(x) = x” for some y < 1, although we
do consider more general forms for the function g. Then there are two main cases: y € (0, 1)
and y < 0. See Fig. 1.

We obtain criteria for recurrence and transience of our processes. Loosely speaking, these
results imply, for example, that for y > 1/2 the particle always has transient dynamics, but
can be recurrent for y € (0, 1/2) depending on the reflection distribution. Also, for very
shallow tubes such as g(x) = logx, the introduction of random reflections ensures that the
process is recurrent, while the corresponding deterministic evolution along the normals is
transient. (See Theorem 2.1 below.)
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Fig. 1 Some examples of the tubes and the trajectories of the process

We also obtain almost-sure bounds for the horizontal position of the particle, in both
discrete- and continuous-time settings. Thus we have information about the asymptotic
speed of the processes. For example, when g(x) = x" for y € [1/2, 1), Theorem 2.5 below
implies that for all large times ¢ the continuous-time process is at position t'/?=") ignoring
logarithmic terms. In particular, the motion is super-diffusive.

In the case y < 0, recurrence is evident. In this case we obtain a criterion for the finiteness
of the mean recurrence-time (roughly speaking, ‘ergodicity’). We also obtain polynomial
estimates for the position of the particle; the ergodicity has so-called ‘heavy tails’.

A step in our proofs will involve relating the stochastic billiard process to an instance
of the so-called Lamperti problem (after [17—19]) of a one-dimensional stochastic process
with asymptotically zero mean drift. A crucial ingredient to our proofs for the stochastic
billiard process is provided by some new results for general Lamperti-type processes. These
results (Theorems 4.1, 4.2, 4.3) are of independent interest, and are in some cases apparently
new even for the nearest-neighbour random walk (birth-and-death chain). To obtain our
almost-sure bounds for Lamperti-type processes, we state and prove some general results on
obtaining almost-sure bounds for stochastic processes via semimartingale-type criteria.

We conclude this section with some remarks upon related models. As previously men-
tioned, stochastic billiard models have received comparatively little attention. Classical (that
is, non-stochastic) billiard models have been extensively studied, particularly in mathemat-
ical physics, and the literature is vast; see for instance [28]. A common approach in the
classical setting is via dynamical systems for which the reflection rule is elastic. In this
setting, we mention that billiards in certain unbounded domains resembling the tubes con-
sidered here (at least for y < 0) have been studied; see for instance [8, 20-22] and refer-
ences therein. An infinite-tube billiard model with a stochastic component (cf. the y =0
case here) is analyzed in [1]. In the dynamical systems setting, studying ergodicity is typi-
cally a primary goal. In the stochastic setting, the results of the present paper demonstrate
a complete range of behaviours, from positive-recurrence (roughly speaking, ‘ergodicity’),
through null-recurrence, to transience.

In the next section we give a more formal definition of the model and state our main
results. The statement of our auxiliary results on the Lamperti problem is deferred to Sect. 4.

2 Description of the Model and Results
2.1 Construction

The rigorous formulation of the stochastic billiard model that we consider is essentially
given in [5]. We now describe the construction, which is modified slightly from that in [5]
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to fit with our context. Let A € [1, 0o), which will be large but fixed, to be specified later.
For a monotone function g : [1, co) — (0, 00), let

D:=D(g; A):={(x,y) e R*:x > A, |y| < g(x)}.

While the continuous-time process is perhaps most natural to describe, it is more con-
venient to construct the discrete-time process first, and then to construct the continuous-
time process from that. Thus we define a discrete-time Markov chain, informally ob-
tained by recording the locations of the successive hits of the particle on the boundary
dD. This is a Markov chain with state-space 0D U {oo} that we denote by & = (&,),cz+
(Z* :=10,1,2,...}), where for & € 9D we write in coordinates &, = (§(",&®) € 9D.
Thus when £V > A, £ = 4¢(£1). We call £ the collisions process. Informally, the state
oo represents the absorbing state achieved if the particle attains a trajectory that will never
intersect with aD again.

Figure 1 illustrates the idea of the construction. We construct £ formally as follows.
Suppose that & € 9D, with 55” > 2A. Let o, t1, ctp, ... be i.i.d. random variables with the
distribution of a random angle o where P[|a| < /2] = 1. For k € Z™*, given & € DU {o0},
we perform a step of our process as follows:

(1) If & = o0, set §4.1 = 00.

(i) Otherwise, o specifies a ray 'y starting at & € D with angle o to the interior normal
to 0D at & ; we adopt the convention that positive values of the angle correspond to the
right of the normal; negative values correspond to the left.

(iii) If the ray I'y does not intersect with 9D \ {&}, set & = co. Otherwise, let (xx, yx)
be the first point of intersection of the ray I'y with 9D. Then if x; = A, set &1 =
(2A, g(2A)) € 0D, else set &1 = (xx, yx) € 9D.

This defines the discrete-time process &. The randomness is introduced through the random
draws from the reflection distribution «; if « is degenerate (i.e., equal to a constant almost
surely), then & is deterministic. Note that the construction ensures that 5,((1) > A whenever it
is defined.

We need some modified form of ‘reflection’ away from the vertical boundary at x = A,
such as that specified by (iii). This is for technical reasons, and in particular ensures that
the process does not jump directly to oo, since that case will not be of interest to us here.
The particular form of this ‘reflection’ given by (iii) is rather arbitrary; any comparable rule
will leave the behaviour unchanged. Moreover, if the distribution of « has no atom at 0, we
could instead take the reflection rule to be the same on all boundaries without changing the
characteristics of the process.

We obtain the continuous-time stochastic process X = (X,),>( with state-space DUJIDU
{oo}, which we call the stochastic billiard process, from the collisions process &, essentially
by interpolation, as follows. Suppose X, = &y € dD. Define the successive collision times
of the particle by vy :=0, and if & # co

k—1

vei= Y [lE — &l (keN), 2.1)
j=0
where | - || is Euclidean distance on R? and N :={1, 2, 3, .. .}; if & = oo set v, := 00. Then
for t > 0 define
n(t) :=max{n € Z* v, <t}, (2.2)
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so that v,y <t < V)41 for any ¢ > 0. Then for any ¢ € (0, co) we define X, as follows:

& ift=v,,neN;
§ —£ .
X, =3&n + m (=) it € (Wngy, Vny+1) and &,y41 # 00;
e} if £ € (Vu(eys Vaen+1) and &,5y41 = 0.

This defines the process X, and in particular & is embedded in X via &, = X,,, n € Z*
(where X :=00). When X, € DU 9D, write X, = (X,(I), X,(z)) in coordinates.

A realization of the sequence («, 1, . ..) therefore specifies the processes & and X via
the construction just described. We now describe some further assumptions that we make on
the function g that specifies the region D and on the distribution of the angle .

Suppose that the random variable « for the angle of reflection satisfies for some o €
0,7/2)

Plla| <ap]=1 and Pla>x]=Pla <—x] (xeR), (2.3)

so that « is bounded strictly away from =7 /2 and the distribution of « is symmetric
around 0. Of special nature is the degenerate case where P[ow = 0] = 1; this leads to a deter-
ministic evolution (i.e., reflection always occurs along the normals).

We will shortly introduce some assumptions on the function g defining the domain D. If
g(x) =x, D is aright-cone, and at any reflection from 9D there is positive probability (in
fact, P > 0] > 1/2 under condition (2.3)) that the process & (hence X) will go to co: this is
an obvious case of transience. Moreover, if « is degenerate, then it is clear that for g strictly
monotone £ — oo if and only if g(x) — o0o; so transience is possible even if g(x) grows
arbitrarily slowly, at least in this deterministic case. On the other hand, if g(x) = ¢ € (0, 00),
we have that if « is non-degenerate then £V performs a one-dimensional random walk on a
half-line with zero drift and uniformly bounded jumps: so in this case £ will be null-recurrent
(loosely speaking for the moment). On another hand, it is at least intuitively plausible that if
g(x) decreases sufficiently fast, £ will be positive-recurrent.

In the present paper we will interpolate between these three situations; formally we as-
sume:

(A1) g:[1,00) = (0, 00) is monotonic, and thrice-differentiable. Moreover, there exists
y € (—o00, 1) for which, as x — oo,

gx) = xy o

g(x)

g =ly+oH]=—,
X

¢ =l - Do ES,

lg” ()] = o(x7).

Examples of functions satisfying (A1) include x” or x¥(logx)?, where y < 1. Then in
particular we will be interested in the two cases where in addition to (A1) either:

g(x)—>o00 and x7'gx) >0 asx— oo; 2.4)
or

g(x)—>0 asx— oo. (2.5)
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Given (A1), a necessary condition for (2.4) is that y € [0, 1); a sufficient condition for
(2.5) is y < 0. The conditions on the derivatives of g imposed by (A1) are natural smooth-
ness constraints that are necessary for our purposes. A particular case that we will be in-
terested in is where for y < 1, g(x) = x? for x > 1. Then g satisfies (A1) and moreover
satisfies (2.4), (2.5) for y € (0, 1), y < 0 respectively.

When x ' g(x) — 0, elementary geometry, using the fact that « is bounded strictly away
from £ /2, implies that £ (and hence X) will almost surely never jump directly to oo, if A
is large enough (see Lemma 5.1 below). Thus for the remainder of the paper we can take the
state-space of £ to be 9D and that of X to be DU dD.

In the next section we state our main results. Then in Sect. 2.3 we mention some open
problems, and outline the remainder of the paper.

2.2 Main Results

Recall the parameter A € [1, 00). Set
tpc=inf{t > 0: X" <24} and o, :=inf{n € Z* : D <24},

here and throughout the paper we use the convention that inf# := +o00. We will say that
the process X is recurrent if P[t4 < oo] = 1 and transient otherwise; if recurrent then
it is positive- or null-recurrent according to whether E[t4] < 0o or not. Similarly for the
process &, but with o4 instead of 74.

By the construction of our processes, we have that

Tp <00 <& 0y <0 (2.6)

thus the classification of recurrence or transience transfers directly between £ and X .

Since |a| < oy < /2, we have that the nonnegative random variable tg?« is bounded
above by tg?ey < 0o. Thus E[tgza] < 00, and E[tg’a] = 0 if and only if Pla = 0] = 1. As
an example, in the case where for o € (0, 7/2), « is uniformly distributed on the interval
(—ap, ap), it is the case that E[tg’a] = % —1>0.

Our first result covers the recurrence/transience classification for our two processes & and
X for the case of a growing tube. Positive-recurrence is clearly ruled out in this case (as our
processes dominate the zero-drift process in a strip). So here the first important issue is that
of transience versus null-recurrence. Define

Eltg’a]

—_ e 2.7
Ve I 2E[te?a] @.7)

so that y. € [0, 1/2) and y. =0 if and only if Pl =0] = 1.
Theorem 2.1 Suppose that the random variable « satisfies (2.3) and that for y € [0, 1), g

satisfies (A1) and (2.4). Then there exists Ag € (0, 00) such that for all A > Ag and &y = X
with fél) > 2A:

() &, X are transient if y > y,; and
(ii) &, X are null-recurrent if y < y,.

In particular, since y, < 1/2, Theorem 2.1 says that for y > 1/2, the processes & and X
are always transient, regardless of the distribution of «.
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A special case of Theorem 2.1 is given by g(x) = (logx)X for some K > 0; then (A1)
holds with y = 0 and (2.4) holds. In this case it follows from Theorem 2.1 that & is tran-
sient if Pl = 0] = 1, otherwise it is null-recurrent. That is, the introduction of randomness
ensures that the process returns to a neighbourhood of the origin infinitely often (with proba-
bility 1), whereas in the deterministic case the process is transient. The same remark applies
for other functions g that grow as x°.

Next we deal with the case of a narrowing tube, when g is decreasing. Now our processes
are dominated by the zero-drift random walk in the strip, so transience is impossible. Thus
recurrence is evident, and the question of interest in this case is which moments of 74, o4
exist. The following result is for the collisions process &.

Theorem 2.2 Suppose o satisfies (2.3) and that for y <0, g satisfies (A1) and (2.5). Then
there exists Ag € (0, 00) such that for all A > Ay and &y with Sél) >2A:

(i) £ is positive-recurrent if y < —E[tg’a]; and
(i) & is null-recurrent if y > —E[tg?a].

It follows from Lemma 5.3(ii) below that the continuous-time process X is also positive-
recurrent under the conditions of Theorem 2.2(i). Again, Theorem 2.2 shows that for a sub-
polynomial function such as g(x) = 1/logx, a non-degenerate « leads to null-recurrence.

Theorem 2.3 below deals with the important special case of g(x) =x?, y € (0,1) or
y < 0. In particular, when « is non-degenerate, it covers the two critical cases omitted in
Theorems 2.1 and 2.2; they are null-recurrent.

Theorem 2.3 Suppose a satisfies (2.3) and is not degenerate, and that g(x) =x?,y < 1.

(1) Suppose y =y, > 0. Then there exists Ag € (0, 00) such that for all A > Ay and &, with
SOI > 2A, & is null-recurrent.

(i) Suppose y = —E[tg’a] < 0. Then there exists Ao € (0, 00) such that for all A > Aq and
&y with Eél) > 2A, & is null-recurrent.

‘We now turn to our results on almost-sure bounds for our processes, that is, how far from
the origin the particle will typically be in both the discrete- and continuous-time processes.
First we give a basic statement that says that such questions are non-trivial.

Proposition 2.1 Suppose that a satisfies (2.3). Suppose that g satisfies (Al) and either
(1) g satisfies (2.4); or (ii) g satisfies (2.5) and « is non-degenerate. Then for A sufficiently
large and any &, = X with Sél) = X(()l> >2A, a.s.,

limsup&!" =400, and limsup XV = 4o0.

n—0o0 t—00

If g satisfies (2.5), and éél) is not large enough in this last result, then it is clear that for
some distributions of « (with small bound «g) the particle may get ‘trapped’ in a bounded
set. This case is not of interest for us here.

We want to quantify the result of Proposition 2.1. Again we can proceed more generally,
but our results are clearer if we take g(x) = x” (y < 1) from now on. Under the more general
assumption (A1), we believe that our techniques still apply, with some modifications, and
that the polynomial exponents in the theorems below remain valid.

Our first almost-sure bounds are for the collisions process in the case y € (0, 1):
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Theorem 2.4 Suppose « satisfies (2.3) and g(x) = x¥ with y € (0, 1). Suppose that 5;(1)
2A for A sufficiently large. For any ¢ > 0, a.s., for all but finitely many n € Z,

0max é“) <nz<1 ) (logn) 20 V)+ and (2.8)
Jmax. g > p T (logn)~ ST (2.9)

Moreover, if y > y. (so that by Theorem 2.1 & is transient), then there exists D € (0, 00)
such that a.s., for all but finitely many n € Z*,

g > n T ) (logn)~P (2.10)

Theorem 2.4 shows that we have polynomial behaviour, but that on the time-scale of the
collisions process &, the speed n~ &1 can be very large for y close to 1. The next result
gives the corresponding bounds for the stochastic billiard process X. On this time-scale, the
behaviour is very different, since the particle can spend much more time between collisions.

Theorem 2.5 Suppose « satisfies (2.3) and g(x) = x? for y € (0, 1). Suppose that X(()l) =
‘;‘(1) > 2A for A sufficiently large. For any € > 0, a.s., for all t > 0 large enough,

) 1 B I
sup X;’ >t (logt) T=me-» -, .11

O<s<t

Moreover, if y > y. (so that by Theorem 2.1 X is transient), then there exists D € (0, 00)
such that a.s., for all t large enough,

177 (logt) 2 < XV < 177 (log 1)”. 2.12)

In particular, in the (perhaps most interesting) transient case, (2.12) shows that the as-
ymptotic speed for the particle is zero, i.e., lim,_, o t 7' X ,(1) =0 a.s., but the motion is super-
diffusive. Moreover, as y 1 1, we approach linear growth, while as y | 0, we approach
diffusive growth, as expected in view of the remarks just above the statement of (A1). (2.11)
also demonstrates super-diffusive growth, even in the recurrent case.

Now we consider the case where g(x) = x” for y < 0. If y < —E[tg’a], we use the
notation

E[tgza]
(1 -2y)E[tg*a] -
so that 0 < p(y) < 1/(2(1 — y)). The next result deals with the collisions process &.

p(y) =

Theorem 2.6 Suppose a satisfies (2.3) and is non-degenerate, and g(x) = xV for y < 0.
Suppose that Sél) > 2A for A sufficiently large.

(i) Suppose that y > —E[tg*a]. Then for any € > 0, a.s., for all but finitely many n € Z*,
(2.8) and (2.9) hold.
(ii) Suppose that y < —E[tg’a]. Then for any & > 0, a.s., for all but finitely many n € Z.*,

Jmax D <nfP(logn)* e and (2.13)
[max g > PV (logn) 2P, (2.14)
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Now we state the corresponding result for the stochastic billiard process X.

Theorem 2.7 Suppose « satisfies (2.3) and is non-degenerate, and g(x) = x? for y < 0.
Suppose that X(()l) = él) > 2A for A sufficiently large.

(i) Suppose that y > —E[tg’a]. Then for any ¢ > 0, a.s., for all t > 0 large enough, (2.11)
holds.
(i) Suppose that y < —E[tg’a]. Then for any & > 0, a.s., for all t > 0 large enough,

o () a2
sup X, > tT® (logt) Lrrey) . (2.15)

0<s<t

Theorems 2.6(ii) and 2.7(ii) show that even in the positive-recurrent case, the behav-
iour is essentially polynomial (i.e., heavy-tailed) in nature. Moreover, the exponents depend
explicitly on the reflection distribution «, unlike in the other cases.

2.3 Open Problems

We briefly mention some open problems for the model studied here.

Of interest is the weak (distributional) limiting behaviour of the horizontal components
of &, X. We have from Lemma 5.4 and Corollary 5.1 below together with Theorem 4.1
in [19] that Lamperti’s invariance principle (4.11) below will hold with n, = (£V)!=7
and y € (—E[tg?a], 1), @ non-degenerate, provided that Lamperti’s ‘condition (c)’ from
[19] is satisfied. If Lamperti’s ‘condition (c)’ were verified, this would then imply that for
y € (—E[tg?a], 1) and o non-degenerate, we would have the weak invariance principle as
n— 00:

n2ELDT = T
Here (Y;),- is a diffusion process on [0, co) with Kolmogorov backwards equation

a
Uy = —Uy + ZUyx,
X

2
where
a=2y(1—y)(1+ E[tgza]), and b =4(1 — y)ZE[tgzoz].

A more challenging problem would be to determine whether any corresponding weak limit
theory holds for the continuous-time process X ,(l) (for y > —E[tg’a], say).

It may also be of interest to relax some of our assumptions, such as those on the reflec-
tion distribution. For instance, one might consider distributions for o with support on all
of [—m/2, w/2]; there are several ‘natural’ distributions relevant in this case [5, 9, 16]. The
techniques of the present paper require the assumption that « be bounded away from £ /2.
Indeed, if « can take value /2, say, with positive probability, the particle will eventually
jump to oo in the case of a tube of nondecreasing width. On the other hand, if « has distri-
bution on [—7/2, w /2] with sufficiently light tails at the endpoints (such that in particular
E[tg’a] < 00, say), it may be possible to modify the techniques in the present paper to ob-
tain similar results; one would need to extend various results from processes with jumps
that are bounded to processes with jumps satisfying higher-order moment assumptions, for
example.

The structure of the remainder of the paper is as follows. In Sect. 3 we present and prove
general semimartingale criteria (of some independent interest) on almost-sure bounds for
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one-dimensional stochastic processes. In Sect. 4 we make use of the results in Sect. 3, and
give some results for the so-called Lamperti problem, which are of interest in their own right
as well as being a crucial element in the proofs of our main results. In Sect. 5 we prove the
results stated in Sect. 2.2 on the processes &, X.

3 Semimartingale Criteria for Speeds of Stochastic Processes

In this section we present and prove general semimartingale criteria for obtaining upper
and lower almost sure bounds for discrete-time stochastic processes on the half-line. These
results will provide some of our main tools for the study of processes with asymptotically
zero mean drifts in Sect. 4 below, but for the present section we work in some generality.

Let (Fu)nez+ be a filtration on a probability space (2, F,P). Let ¥ = (¥,,),ez+ be
a discrete-time (F,)-adapted stochastic process taking values in [0, c0). Suppose that
P[Yy = xo] = 1 for some x( € [0, 00).

The types of process to which our criteria can be applied are quite general. For instance,
due to the semimartingale nature of the results, we do not require that ¥ be a Markov process.
This fact is particularly useful if Y is a process of norms || Z;||; even if (Z,);cz+ is Markov,
(1 Z¢11);ez+ will not be, in general. We anticipate that the general results in this section
are widely applicable. Moreover, continuous-time processes may be treated via embedded
discrete-time processes. One condition that we need for some of our results is that jumps of
the process Y are uniformly bounded above. Elements of the proofs in the present section
extend ideas used in [4, 25].

Our conditions will involve the existence of suitable functions f such that the process
f(Y) satisfies an appropriate ‘drift’ condition. Our criteria will involve only first-order con-
ditions (i.e. expectations); no variance results are required. Our results will yield almost sure
bounds for maxy<,,<, Y, (and hence Y,,) in terms of the function f and simple functions a, v
that control our bounds. The functions a, v will belong to classes of eventually increasing
functions defined as follows.

Definition 3.1 We say function a : [1,00) — [1,00) satisfies condition (C1) and v :
[1, 00) — [1, 00) satisfies condition (C2) if:

(C1) a(x) — oo as x — oo, there exists n, € N such that x — a(x) is increasing for all

X >ng,and Y 07 ﬁ < 00;
(C2) v(x) — oo as x — 00, there exists n, € N such that x — v(x) is increasing for all

o 1
x>ny,and ) - oy < 00

Note that the summability condition in (C2) is equivalent to the condition that
> ﬁ < oo for some (hence all) r > 1. Throughout this section we interpret logx as
max{1, log x}. With this convention, condition (C1) is satisfied, for example, by a(x) = x I+e
or x(logx)'*%, where ¢ > 0, and (C2) is satisfied, for example, by v(x) = (logx)'*® or
(logx)(loglogx)'*%, & > 0.

The first result in this section is a submartingale criterion for an upper bound.

Theorem 3.1 Let (Y,,),cz+ be a discrete-time (F,)-adapted stochastic process taking values
in [0, 00). Suppose that there exists f : [0, 0c0) — [0, 00) a nondecreasing function such that

E[f(Yoy) — fY) [ F]=0 as., (3.1)
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for all n € . Also suppose that there exists B € (0, 00) such that for alln € N
E[f(Y,)] < Bn. (3.2)
Define the nondecreasing function f~' for x > 0 by
SN s=sup{y = 0: f(y) <x}. (3.3)
Let a satisfy (C1). Then, a.s., for all but finitely many n € Z,

max Y, < f~'(a(2n)). (3.4)

0<m<
A sufficient condition for (3.2) is clearly that there exists B” € (0, 0o) such that
E[f(Yus) — f(Y) | FAl< B' as., (3.5)

for all n € Z*. We next present a variant of Theorem 3.2, which relaxes the condition (3.1)
at the expense of this slightly stronger version of (3.2).

Theorem 3.2 Theorem 3.1 holds with conditions (3.1) and (3.2) replaced by the lone con-
dition (3.5).

For the proof of Theorem 3.2, we need the following:

Lemma 3.1 Let (Z,),cz+ be an (F,)-adapted process on [0, 0c0) and z € [0, 00) such that
P[Zy = z0] = 1 and for some B € (0, 00) and all n € Z.*

E[ZIH—I - Zn | ]:n] =< B as. (36)

Then for any x > 0 and any n € N

P[ max Z, > x] < (Bn+zo)x. 3.7)

0<m=<n
Proof Similarly to Doob’s decomposition (see e.g. [32], p. 120), set Wy := Z,, and for
meNletW,:=2Z,+A,_+A, ,+ ---+A],where A, =E[Z,11 — Z,, | Ful, A, =
max{—A,,, 0} > 0, A} =max{A,,, 0} > 0. Then

so that (W,,) is a nonnegative (F,,)-submartingale with W,, > Z,, for all m, and E[W,] <

Wy + Bn = zo + Bn. Hence by Doob’s submartingale inequality (see e.g. [32], p. 137)

P[ max Z, > x] < P[ max W, > x] <x'E[W,] < (Bn +zo)x",

0<m<n O0<m=n

as required. O

Proof of Theorems 3.1 and 3.2 First we prove Theorem 3.1. Since, by (3.1), (f(Y,)) is a
nonnegative submartingale, Doob’s submartingale inequality implies that, for any n € N,

P[ max f(¥,) = a()] < @) EL/(Y,)] < Ba(a(m) ™, (3.8)
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using (3.2). Also, forn € N,

P[ max f(Y,,) > a(n)] - P[f( max Ym) > a(n)], (3.9)

0<m=<n 0<m=<n

since f is nondecreasing. With f~! defined by (3.3), let E, denote the event

{omax Y, > f- (a(n))}
Then since z > f~!(r) implies f(z) > r, we obtain from (3.8) and (3.9) that for all n €¢ N
P —1
[Ea] = P f( max ¥, ) = a0n) ] < Bu(a@) ™", (3.10)

Now

3

21
— . (3.11)

Hence by (3.10) and (3.11), along the subsequence n = 2 for £=0,1,2,..., (C1) and
the Borel-Cantelli lemma imply that, a.s., the event E, occurs only finitely often, and in
particular there exists £y < oo such that for all £ > £,

max Y, < f~1@@2h).

0<m<2
Every n € N sufficiently large has 2 <n < 2%! for some £, > £o; then, a.s.,

max ¥, < max Y, < f'a@"*h),
0<m=<n 0<m=<2tn+l1

for all but finitely many n. Now since 2! < 2n and f~' is nondecreasing, (3.4) follows.
To obtain Theorem 3.2, in the previous argument we replace (3.8) by an application of
Lemma 3.1 with Z,, = f(Y,) and x = a(n). ]

‘We now work towards obtaining a lower bound for maxo<,,<, Y,,. For £ € N let o, denote
the first passage time of £ for Y, that is

o¢:=min{fn e Z": Y, > ¢}.

Then o1, 03, ... is a nondecreasing sequence of stopping times for the process Y'; under the
condition limsup,,_, ., ¥, = 400 a.s., o, < 00 a.s. for every £.

For¢ e Nandalln € Z", let Y,f := Yuro, (Where a Ab :=min{a, b}), the process stopped
at og; then Y =Y, if n < oy and Y/ =Y, > £ for n > 0,. We have the following result,
which is a ‘reverse Foster’s criterion’ (compare Theorem 2.1.1 in [11]).

Lemma 3.2 Let (Y,),cz+ be a discrete-time (F,)-adapted stochastic process taking values
in [0, 00), such that for some b € N

PlY,y1 <Y, +D0]=1, (3.12)
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foralln € Z*. Fix £ € Nand Yy = x¢ € [0, £). Suppose that there exists f : [0, 00) — [0, 00)
a nondecreasing function for which, for some ¢ > 0,

E[f(Yy, )= fX) | Fl=elion  as. (3.13)
foralln € Z*. Then

1
Elo] < gf(g +Db).
Proof Let ¢ € N. Taking expectations in (3.13) we have for all m € Z*
E[f (Y, )] —ELf(Y,)] = ePlog > m].
Summing for m from O up to n we obtain

ELf (Y[, )] — f(¥) =&Y Ploy>m].

m=0

Since f(Y}) = f(Y;) > 0 we obtain

Elor] = lim > Ploy > m] < élimsupE[f(Y,fH)] < éf(ﬁ +b),

n— 00
m=0

using the fact that, by (3.12), f(Y!) < f(£ +b) forall n € Z" since f is nondecreasing. (J
Now we have the following lower bound:

Theorem 3.3 Let (Y,),cz+ be a discrete-time (F,)-adapted stochastic process taking values
in [0, 00), such that condition (3.12) holds. Suppose that there exists f : [0, 00) — [0, 00)
a nondecreasing function and & > 0 for which

Elf(Yos) = f) | FulZz € as. (3.14)
foralln € Z7". Let v satisfy (C2). For x > 0 define the function r, by
ro(x) :=inf{y > 0: e v (y) f(y + b) > x}. (3.15)
Then, a.s., for all but finitely many n € Z*,

max Y, >r,(n) —b. (3.16)

0<m=n

Proof First note that by (C2) and the fact that f is nondecreasing, we have that x — r,(x)
is nondecreasing for all x sufficiently large. Fix K > 1. By Markov’s inequality,

Plo; > v(O)E[o,]] < (v(£) ™. (3.17)
Given (3.17) and (C2), the Borel-Cantelli lemma implies that, a.s., o x¢; > v( K] VE[o| k¢ )]

for only finitely many ¢ € Z*. Moreover, given that f satisfies (3.14), we have that (3.13)
holds for all £ € N and all n € Z*. Then Lemma 3.2 with (3.12) in this case implies that
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E[o,] <&~ ! f(£ + b) for all £. Thus we have that a.s., for some £, < co and all £ > £,
o) <& 'w(LK*]) f(LK*] +b). Hence with the definition of r, at (3.15) we have, a.s., for

all ¢ sufficiently large,

ro(@ke) <ru(eT V(LK D ALK + b)) < LK) < Yo (3.18)

K"
Since E[o,] < oo for all £, we have that o, < 0o a.s. for all £. Moreover, the jumps bound
(3.12) implies that, for all £ > Yy, 0,45 > 1 + 0y a.s., so that lim,_, o, 6, = oo a.s. Thus, a.s.,
every n € ZL* satisfies o g,-1) <n < o ge, ) for some £, € N. Then, ass.,

tp—1
&y —1 LK™ ]
max Y, > max Yn>Yy, ,  >|K"]|>
0<m<n 0=m=0 -1, |Ktn—1) LKZ”J

Y, b), (3.19)

LKtn)

for all n sufficiently large, since Y(7U< | < |K%]+b. Then (3.19) and (3.18) imply that, a.s.,

tn
for all but finitely many n € Z™,

LK LK)
omax. Y = W("u(amm) —b)> K] (ry(n) = b),
since o gt, | > n and r,,(n) is nondecreasing for n sufficiently large. Now taking a sequence
of values for K converging down to 1 we obtain (3.16). |

4 Almost-Sure Bounds for the Lamperti Problem
4.1 Introduction and Results

In this section we give upper and lower almost-sure bounds for the so-called Lamperti prob-
lem of a stochastic process on the half-line with mean drift asymptotically zero. We will
need these results for our almost-sure bounds for the stochastic billiard model; our results
for the Lamperti problem appear to be new in the generality given here, and in some cases
even for a nearest-neighbour random walk.

Let (F,).ez+ be a filtration on a probability space (2, F,P). Let n = (,),ez+ be a
discrete-time time-homogeneous stochastic process adapted to (F,),cz+ and taking values
in an unbounded subset S of [0, c0).

We suppose that jumps of 7 are uniformly bounded, that is there exists B € (0, co) such
thatforalln € Z* and all x € S

Plnus1 =l > B| Fu] =0, as. 4.1

Under the jumps condition (4.1), the jump-moment functions p; : S — [—B, B] and u, :
S — [0, B?] given for k € {1, 2} by

k() == E[0urt —0) [ =x1 (neZ*) 4.2)

are well-defined; in particular w,(x) is bounded above. Our basic assumption for this section
will be (A2):

(A2) Let n be a discrete-time stochastic process on [0, 0o) satisfying (4.1) with py, u, as
given by (4.2).
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For some of the results in this section we also assume that there exists v > 0 such that,
forall x € S

H2(x) = v. 4.3)

We will sometimes make the further assumption that

P[lim sup 1y, = +oo] =1 (4.4)

n—>0o0

The model that we concentrate on is a particular case of the so-called Lamperti problem
(see [17-19, 23]) of a stochastic process on [0, co) with mean drift asymptotically zero: that
is u1(x) — 0 as x — oco. Our results do not actually assume p;(x) — 0, but it is in this
case (in fact, in the case | (x)| = O(1/x)) that they are of most interest. As mentioned by
Lamperti [17], and as is also true for the results in this section, only the first two moments
11, o of the jump distribution are important: there is some form of ‘invariance principle’ at
work. We will be mainly concerned with the case that, from the point of view of recurrence,
turns out to be critical; that is where x|u(x)| remains bounded away from zero and from
infinity.

In the particular case of a nearest-neighbour random walk, where 7 is supported on Z™,
the problem reduces to that of a simple random walk with asymptotically zero perturbation:
that model was studied by Harris [13] and by Hodges and Rosenblatt [14], and is amenable
to special methods for so-called birth-and-death chains. Thus many results are present in
the literature for the nearest-neighbour case: in Sect. 4.2 below we briefly mention some
of these results and their relation to the results given in this section. For the applications in
the present paper, however, we cannot use these nearest-neighbour results. Thus we need to
prove results in the general Lamperti setting. In fact, as we will point out below, some of
the results that we give in the present section seem to be new even for the nearest-neighbour
situation. Thus the results that we state in this section are of independent interest.

As well as being of interest in their own right, stochastic processes on the half-line with
mean drift asymptotically zero are important for the study of multidimensional processes
by the method of Lyapunov-type functions (see e.g. [11, 23]). For example, if (Z,),cz+ is
a zero-drift process with bounded jumps on Z¢, d > 2, the process (|| Z, ||)ncz+ is supported
on the half-line and has mean drift asymptotically zero. Clearly, the process ||Z, || will not
be nearest-neighbour; thus the generality of results like Lamperti’s [17, 19] and those in the
present section is valuable.

Fix H > 0, which will need to be large for some of our results. We say that 7 is recurrent
or transient according to whether the return time inf{n € Z* : 5, < 2H} is almost surely
finite or not; in the former case we distinguish positive- and null-recurrence according to
whether the return time has finite or infinite expectation.

The recurrence and transience properties of n were studied by Lamperti, who proved the
following result (see Theorems 3.1 and 3.2 of [17] with Theorem 2.1 of [19]; also Theorem 3
of [23] for a finer result). Note that all of the conditions that we state in this section involving
evaluating 11(x), (2 (x) only need apply for x € S.

Proposition 4.1 [17, 19] Suppose that (A2), (4.3), and (4.4) hold:

(1) Ifforall x >2H, 2x|u(x)| < wa(x), then n is null-recurrent for any no > 2H.
(i1) Suppose that there exists 6 > 0 such that for all x > 2H

2x 1 (x) — pa(x) > 8. 4.5
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Then n is transient for any ng > 2H.
(iii) Suppose that there exists § > 0 such that for all x > 2H, 2x 11 (x) + p2(x) < —6. Then
n is positive-recurrent for any no > 2H.

For our almost-sure lower bounds, we impose an additional ‘reflection’ condition that
ensures that we can avoid getting trapped in a bounded set. Condition (A3) below is the
most appropriate way of doing this for our applications to the stochastic billiard model, but
is clearly stronger than is necessary for the results in the present section.

(A3) Given n, =x > H, if a jump would take 1,1 < H we replace the jump with n,1; =
2H instead.

We now state our results on almost-sure bounds. In the general setting of the present
section, the only almost-sure bound result that we could find in the literature is also due
to Lamperti [18]; see Proposition 4.2 in our discussion of the literature below. Lamperti’s
bound is a weaker version of our result Theorem 4.1(i) below, while Theorem 4.1(ii) gives
a complementary lower bound.

Theorem 4.1 Suppose that Assumption (A2) holds:

(1) Suppose that there exists C € (0, 00) such that for all x >0
2xpui(x) <C.
Then for any ny, for any € > 0, a.s., for all but finitely many n € Z,

max 7, <n'/?(logn)/2+e,
0<m=<n

(i1) Suppose that (A3) holds, and that there exists § > 0 such that for all x > H
2xpu1(x) + pa(x) = 8.
Then for any no > H, for any ¢ > 0, a.s., for all but finitely many n € Z*,

max 7, > n'?(logn)~1/?~¢,

0<m<n

In the transient case, we prove the following lower bound that strengthens, in some sense,
Theorem 4.1(ii) in this case.

Theorem 4.2 Suppose that (A2), (A3), and (4.3) hold. If (4.5) holds for some § > 0 and all
x > H, then there exists D € (0, 00) such that, for any no > H, a.s., for all but finitely many
nelZt,

n, = n'*(logn)~".
We could find no reference for a result like Theorem 4.2, even in the nearest-neighbour
case. We prove Theorem 4.2 in Sect. 4.4; it may be possible to extract bounds for the ex-
ponent D in the logarithmic term in terms of the constants B, § by keeping track of the

constants in our proofs. Note that the transient critical Lamperti problem for which (A2)
and (A3) hold, and

8 <2xpi(x) — pa(x) < C
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for some 0 < § < C < oo and all x large enough, satisfies the conditions of each of the
results in Theorems 4.1 and 4.2.

The following discussion suggests that without taking into account finer behaviour (such
as the smallest value of § > 0 for which (4.5) is satisfied), one cannot expect to improve
upon Theorem 4.2.

Let (S9),cz+ be the symmetric simple random walk on Z9, d > 2, so that for x, y € Z¢,
P[S?,, =y | 8! =x]=(2d)7" if and only if |y — x|| = 1. Then elementary calculations
show that

2
20X NE[ISE = ISEI TSy =] = B[S il = 1Sy ID* | Sy =x] — 1 = 7

as ||x|| = oo; thus the process (|| S,ﬁ’ IDnez+ is in precisely the critical Lamperti situation, and
for d > 2 satisfies (4.5). For d > 2, a classical result of Dvoretzky and Erdds [7] says that
for any € > 0, a.s.,

182 > n"/2(logn)~ 72~ (4.6)

for all but finitely many n € Z*, and that this bound is sharp in that for ¢ = 0 the inequality
(4.6) fails infinitely often with probability 1. In particular, it is at least informally reasonable
to argue that by letting d | 2 in (4.6) one might not expect to improve in general upon the
arbitrary logarithmic factor in Theorem 4.2.

Now we state results on almost-sure bounds that we will need for our stochastic billiard
model when g(x) = x¥ with y < 0. Again these results seem to be new in the generality
given here.

Theorem 4.3 below is further demonstration of the phenomenon of polynomial ergodicity
for the critical Lamperti problem, as also evidenced by results of [24] in the context of
stationary measures.

Theorem 4.3 Suppose that (A2) and (4.3) hold.

(1) Suppose that there exists k > 1 such that for all x sufficiently large
~2cpa () + 0(1) = 2x01 (x) < —k i (x) + 0((log x) ™). @.7)

Then for any 1o, any & > 0, a.s., for all but finitely many n € 7+,

max 1, < nl/(H'K)(lOgn)(z/(HK)H'@,

0<m<n

(ii) Suppose that (A3) holds, and that there exists k > 1 such that for all x sufficiently large
2x 1 (x) + K pa(x) > o((logx)™h). (4.3)

Then there exists H € (0, 00) such that for any ny > H, for any ¢ > 0, a.s., for all but
finitely many n € 7%,

max 1, > n/0) (log )~ @/A+0—¢

0<m=<n

Note that the k = 1 case of Theorem 4.3(ii) gives a weaker form of the lower bound in
Theorem 4.1(ii) under a somewhat weaker condition.

Before we prove the results stated in Sect. 4.1, we briefly discuss the existing literature
related to the present section. This is done in Sect. 4.2. Then we give the proofs of Theo-
rems 4.1 and 4.3 in Sect. 4.3 and Theorem 4.2 in Sect. 4.4.
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4.2 Remarks on the Literature

In the general setting of the so-called Lamperti problem, when (A2) holds, there seem to be
few almost-sure bounds known. The next result, due to Lamperti himself (see Theorems 2.1,
2.2,4.2,and 5.1 in [18]), includes an almost-sure upper bound in a particular case where the
conditions of (i) or (ii) in Proposition 4.1 hold.

Proposition 4.2 [18] Suppose that (A2) holds, and that for any finite interval I C [0, c0)

n—1
lim — Py, €el]1=0. 4.
im ;. Z [N, €l] 4.9)

n—00
m=0

Suppose that for a, b € R
lim pur(x) =b >0, lim (xpu(x)) =a > —(b/2).
X—00 X—>00

Then for any no, for any € > 0, a.s., for all but finitely many n € Z*
Ny < n/2+e, (4.10)

In addition, suppose that (4.9) holds uniformly in ny. Then as n — oo the following invari-
ance principle applies:

e = T, 4.11)

where (Y;);~0 is a diffusion process on [0, 00) with Kolmogorov backwards equation u; =
(a/x)uy + (b/2)u,, (see Sect. 3 in [18] for details).

Thus Theorem 4.1(i) improves upon the bound in (4.10). Note that the condition (4.9),
which does not distinguish between null-recurrence and transience, implies (4.4).

A special case of the Lamperti problem on [0, co) is the case where the process 7 is sup-
ported on Z* and only nearest-neighbour jumps are allowed. This special case has received
much more attention than the general case described in Sect. 4.1 above; now we briefly
describe known results in the nearest-neighbour case.

When they exist, these nearest-neighbour results are sharper than the general results that
we give in Sect. 4.1. Thus it may be possible to sharpen the bounds in the results in Sect. 4.1.

In the nearest-neighbour case, 7 is sometimes known as a birth-and-death chain (or birth-
and-death random walk). Precisely, suppose that there exists a sequence (p,) ez+ With p, €
(0, 1) such that for all x e Nand n € Z*

Plpppi=x—1[n,=x]=1 _P[nn+l =x+1[n, :x]:va
with reflection from 0 governed by
P11 =017, =01=1—=Pn,p1 =11, =0]= po.

(In the literature, the slightly more general model where the walk is allowed to stay in the
current position also appears. This introduces no new essential features however.)

Such processes have been extensively studied in various contexts. They are often
amenable to explicit computation; one particularly fruitful approach is via orthogonal poly-
nomials, dating back at least to Karlin and McGregor [15] and subsequently employed for
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instance by Voit [29, 31]. A recent reference is [6], to which we are indebted for bringing to
our attention several of the papers cited in this section.
The one-step mean drift of this walk is for x € N

E[r/n+1 — 1 | Mn :x] =1 _217)(

We are in the Lamperti situation if we assume lim,_, », p, = 1/2. A case of particular interest
is when p, € (0, 1) satisfies

=

1 o —o
Dx = > + 4x +o(x™%), 4.12)
for « > 0 and k € R\ {0}. Then with the notation at (4.2), p;(x) = —(k/2)x™* 4+ o(x™%)
and uy(x) =1.

In the nearest-neighbour case, partial versions of the recurrence result Proposition 4.1
were given in e.g. [13, 14]. When (4.12) holds, Proposition 4.1 implies that if « > 1, 5 is
null-recurrent, while if o € (0, 1), n is transient, positive-recurrent according to x < 0,
k& > 0. In the critical case @ = 1, n is transient if x < —1, null-recurrent if |«| < 1, and
positive-recurrent if « > 1.

Almost-sure results are known for certain null-recurrent and transient situations. The
following two propositions collect some known results of this type; special cases were dealt
with in [2, 10, 26, 27]. The next result follows from Theorem 2.11 of [30]; it deals with the
transient case with a € (0, 1). (There appears to be a typo in the statement of Theorem 2.11

in [30].)

Proposition 4.3 [30] Suppose that (4.12) holds for o € (0, 1) and « < 0. Then for any ny,

a.s.
o | Ve
lim = 7(1 +a) .

n—oo pl/(1+a) -

Theorem 7.1 of Lamperti [18] gives a corresponding result for more general processes
(in the manner of Sect. 4.1), but with convergence in probability only.

The following iterated logarithm result that applies in the ¥ < 0, o = 1 case of (4.12)
follows from Theorem 4(b) of [12] (compare also Theorem 1.3 of [29]).

Proposition 4.4 [12] Suppose that there exist ¢, C with 0 < ¢ < C < oo such that for all x
sufficiently large

l—Cx_1 <pe<=-—cx!

—_ X —= 2 .

2
Then for any ng, a.s.

. Tn
lim sup

—=1.
n—oo ~/2nloglogn

Apparently missing, for example, is the complete result in the case where (4.12) holds
with @ = 1 and « € (0, 1), for which the walk is null-recurrent; a one-sided result is given
in Theorem 4(a) of [12]. Also, there seem to be no (sharp) existing results in the critical
positive-recurrent case where (4.12) holds with « = 1 and « > 1. Thus Theorems 4.1, 4.2,
and 4.3 add to known results even in the nearest-neighbour case.
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4.3 Proofs of Theorems 4.1 and 4.3

In order to prove Theorems 4.1 and 4.3, we apply the general results on almost-sure bounds
for discrete-time stochastic processes given in Sect. 3.

Proof of Theorem 4.1 For x > 0 and n € Z* we have

E[nZ, — 02 | ny =x1=2xE[n01 — 0 | 1 = X1+ E[(a1 — 02)7 | 00 = x]
= 2041 (%) + pa(x). (4.13)

Under the conditions of part (i) of the theorem, the right-hand side of (4.13) is uniformly
bounded above. Hence we can apply Theorem 3.2, with Y, = n,, taking f(x) = x? and
a(x) = x(logx)'**. This proves part (i).

Under the conditions of part (ii) of the theorem, we have that the right-hand side of
(4.13) is strictly positive for all x > H. Under condition (A3) it suffices to consider the
process on [H, c0). Hence we can apply Theorem 3.3, with ¥, = 1, taking f(x) = x? and
v(x) = (logx)'**. This proves part (ii). O

Now we prepare for the proof of Theorem 4.3. We need two more lemmas, to identify
suitable functions f with which to apply the criteria of Sect. 3.

Lemma 4.1 Suppose that (A2) and (4.3) hold. Suppose that there exists k > 1 such that
(4.7) holds for all x sufficiently large. Then there exists C € (0, 00) such that for all x >0

E[n) ™ (log(1 + n,41) " — ™ (log(1 +1,) " |9, =x]1 < C.

Proof 1t follows from Taylor’s theorem applied to the function x > x'**(log(1 4+ x))~' that
for |6(x)| = O(1) as x — o0

(x +0(x) ™ log(1 +x +60(x)) ! = xH*log(1 4+ x))~!

_ x1+l( 14+« 5
= e D) [—sz (2x6(x) +16(x)7)

2
T xlogl 1) @+ Qe+ DO +0(1))].

Now conditioning on 7, = x and setting 6 (x) = 1,41 — 1, taking expectations in the last
displayed equation gives

E[n, % (log(1 + n,41) " — 0y ™ Qog(1 4+ 1,) " | 0, =x]

x1+K 1+K
= m [W(ZXM(X) + Kk pa(x))

a m@xul(x) + (26 + Do (x) +0(1))]

xel 1
< m |:—5M2(x) +0(1)] ,

using (4.7). Then with (4.3) this yields the result. O
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Lemma 4.2 Suppose that (A2) and (4.3) hold. Suppose that there exists k > 1 such that
(4.8) holds for all x sufficiently large. Then there exist H € (0, 00), & > 0 such that for all
x>H

E[n, {1 log(1 +n,41) — 0, log(1 +n,) [, = x] = &.
Proof This time, it follows from Taylor’s theorem that for |0(x)| = O(1) as x — 0o

(x +0(x) ™ log(l +x +0(x)) — x"log(l + x)

= x!+« [1 K (log(1 4+ x))(2x0(x) + «0(x)?)
2x2
+ %me(x) + 2k + DO+ 0(1))].
2x

Now conditioning on 7, = x and setting 6 (x) = 1,41 — 1, taking expectations in the last
displayed equation gives

E[n, 1 log(1 + n,s1) — ™ log(1 + 1) | 1, = x]

1
— 1+ [ 2‘:2" (log(1 4 x)) 2x a1 (x) + K a2 (x))

1
+ E(me(x) + 2k + Dpa(x) +0(1))]

1
> x<! [K ; o (x) + 0(1)] >e>0,
for all x large enough, using (4.8), (4.3), and the fact that « > 1. O

Proof of Theorem 4.3 By Lemma 4.1, we can apply Theorem 3.2 with f(x) = x'** x
(log(1 + x)7!, a(x) = x(logx)'*, and Y, = 1, to obtain part (i) of the theorem. On
the other hand, by Lemma 4.2 we can apply Theorem 3.3 with f(x) = x'*log(l + x),
v(x) = (logx)'*¢, and ¥, = n,, to obtain part (ii) of the theorem. O

4.4 Proof of Theorem 4.2

Suppose that (4.5) holds for some § > 0. Our strategy for the proof of Theorem 4.2 is to con-
struct a scale on which the process 7 is transient with mean drift that is positive and bounded
uniformly away from 0. Fix g > 0. Denote I, := ¢ and for r € N define the intervals

I :==[(1+pB) —B,(1+B)" + B,

where B is as in the jumps bound (4.1); then for g sufficiently large, I;, I», . .. do not overlap.

We look at the process 1 at the moments at which it enters an interval /, different from
the last one visited. We define the random times £, €5, ... inductively as follows. Set £; :=
min{fn € Z* :n, e Y, L,}; fork e N, if 5y, € I, let £y :=min{l > £, :p € I,y U I, 41}.
Consider the embedded process 7 = (7jx)ken = (¢, )ken- The conditions of Theorem 4.2
imply those of Theorem 4.1(ii), so in particular (4.4) holds. This together with the jumps
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bound (4.1) implies that

P[ Ut € i Ui} I ma € 1,] —1

m>n

for any r € N, so that the process 7 is well-defined and the random times ¢; are almost
surely finite for each k. Denote

pri=Plny,, €L Ing €] (keN). (4.14)

The next result says that the process 77 has uniformly positive mean drift.

Lemma 4.3 Under the conditions of Theorem 4.2, there exist B > 0 and &y > 0 such that
forallr e N

1
. > — + €.
p 2+0

Proof Let A < 0. Taylor’s theorem implies that as x — oo

AL —1)

5 () + O(Jfl)],

E[n;);+l - ’Iﬁ [ 7, = x] =x"? |:)»xp,1(x) +

using (4.1) and (4.2). Then by (4.5) and (4.1) again, we have
Ely.y =y [ =x]1 <" [/ + 1B + 07 D],
where B is the jumps bound in (4.1). It follows that for A € (—8/B2, 0)
E[,,1 =y [0 =x] <0,
for all x sufficiently large. Hence for the stopping times ¢, it is also the case that
Elng,,, — i, | ny =x1<0, (4.15)

for all x sufficiently large. Then the supermartingale property (4.15) implies that for 8 large
enough and all r e N

Eln;,, |ny, € L1<[(+p) — BI". (4.16)
Also, we have that
Elng,,, | ne, € I1=pElng, | ng € 1y, € 1]
+ (= p)Eg,, I ne, €I neyy € 11
> p L1+ B+ B+ (1= p)l(1+B) " + BI". (4.17)

Combining (4.16) and (4.17) we see that one can choose B > 0, gy > 0 such that p, >
(1/2) + &g for all r. 0

Consider, for k € N,
Zi:=Y rl{n, €L}. (4.18)

reN
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Then the process Z = (Z;)ien is a stochastic process on N with nearest-neighbour tran-
sitions that tracks which interval I, the embedded process 7 is in. With p, as defined by
(4.14), we have

PlZiw=r+1|Zy=r]1=1-PlZiyy=r—1|Zy=r]=p,. (4.19)
Let /ch denote the time of the first visit of Z tor € N, i.e.

kZ :=min{k eN: Z, =r)}. (4.20)

Forr € N, s € Z* define
y(r,s):=Plk* <oo| Zy=r+s). 4.21)

In words, y (r, s) is the probability that the process Z hits r in finite time, given that it starts
atr +s.

The next result will enable us to show, loosely speaking, that the process Z leaves each
state for good only shortly after its first visit.

Lemma 4.4 Under the conditions of Theorem 4.2, there exists C € (0, 00) such that

Zy(r, [Clogr]) < oo.

reN

Proof To estimate the required hitting probability we introduce an auxiliary process. Fix
Cy € (0, 00), which we will eventually take to be large. Let r € N. Define the nonnegative
process (W,),ez+ for t € Z* by

W, :=exp{—Cy ' (Z, — )}
Then we have forn e Nand t € Z+
E[(W, 1 =W, | Z, =n]
= CXP{—CU_I(’? - r)}E[exp{—Co_l(Z,H —Z)}—1|Z;=n]. (4.22)

We will make use of the fact that there exists C; € (0, o) such that exp(—x) — 1 < —x +
C,x? for all x with |x| < 1. Since Z has nearest-neighbour jumps, it follows that

Elexp{—Cy ' (Zi11 — Z)} = 1] Z, =n]
<—Cy'ElZ1 — Z | Zi =n] + C\Cy *EN(Ziy1 — Z)* | Z, =n]
<-Cy'@pa— D +CiCy 7, (4.23)

using (4.19) and the fact that Z has nearest-neighbour jumps again. It then follows from
(4.22), (4.23), and Lemma 4.3 that we can choose Cj sufficiently large, not depending on r,
so that for any n € N

E[Wip = Wi 1 Z,=n] <0, (4.24)

forall t € Z*.
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Now let s € Z* and take Zo = r + s. Recall the definition of the stopping time «Z from
(4.20). From (4.24) we have that (W,),cz+ is a nonnegative supermartingale, so that W, :=
lim;_, o, W; exists a.s., and E[W,] > E[WK;]. It follows that for any r e N, s € Z+

E[Wol =exp{—C;'s} = E[W,z1,z_,, 1=y (rs),

using (4.21). In particular, it follows that for some C € (0, co) large enough

Y (. |Clogr]) <Y exp{—Cy'[Clogr]} <) " r* < oc;

reN reN reN

completing the proof of the lemma. O

To complete the proof of Theorem 4.2, we need to translate our results for the embedded
process 7 back to the underlying process 7.

Proof of Theorem 4.2 Consider the nearest-neighbour process Z = (Z;)ren on N, as defined
by (4.18). Recall the definition of K,Z from (4.20). Let wrz denote the time of the last visit of
ZtoreN,i.e.

a),Z :=max{keN:Z, =r}.
Similarly for the process 7, set for x > 0

k! :=min{n € Z"* : n, > x}, ! :=max{n € Z" : n, < x}.

With Lemma 4.4, the Borel-Cantelli lemma implies that, a.s., for only finitely many r € N
does Z return to r after visiting r + [Clogr]. So, a.s., for all but finitely many r € N,

o <K/ Clogr- (4.25)
Set
1
r(x) = {70};)6 J .
log(1+ B)

Observe that by definition of the process Z we have that a.s. for some C € (0, c0) and all x
large enough

o] < wrZ(x)+l = "rz(x)ﬂcmgr(x)y
by (4.25). Again by the definition of Z, it now follows that a.s. for some C’ € (0, co)
z
w)'z = Kr(x)+|_C logr(x)] = fo(logx)C/J’ (426)
for all x large enough.
The conditions of Theorem 4.2 imply those of Theorem 4.1(ii). Hence the lower bound
in Theorem 4.1(ii) applies, and so for any & > 0, a.s., for all but finitely many n € Z*
sup{x > 0:«! <n} > max n, >n'(logn)~ /27,

0<m=<n
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It follows that for any & > 0, a.s., for all but finitely many x € Z*

k" < x*(logx)"*e. 4.27)
So by (4.26) and (4.27) there exist C, xo € (0, 00) such that, a.s., for all x > xg

! < xz(logx)c.

The conditions of Theorem 4.2 imply those of Proposition 4.1(ii), so that » is transient. Thus
we have that a.s. 1, > x for all but finitely many n € Z*. Hence a.s., for all but finitely many
n € Z* we have

n <ol <n2(logn,)< < na(logn)®,

using the jumps bound (4.1) for the final inequality. This proves the theorem. O

5 Proofs for Stochastic Billiards
5.1 Preliminaries

To prove our main theorems on the stochastic billiard model, we start by studying the prop-
erties of the process between successive collisions; i.e., the jumps of the process &.

Suppose that at time n € Z* we have &, = (§(V, ) = (x, £g(x)) for x > A, and then
£, is reflected at angle « to the normal. Denote A(x, ) := &\, — &1, the jump of the
horizontal component of . Also set 6 := arctan g’ (x), so tgf = g’ (x).

We now proceed to obtain estimates for A(x, «) and its moments. The next lemma gives
an upper bound on A(x, «) that follows from the fact that for large enough x our tube will
be almost flat, while « is bounded strictly away from £ /2.

Lemma 5.1 Let oy € (0, 7/2), and suppose that g satisfies (Al), and also (2.4) or (2.5).
Then there exist A, C € (0, 0c0) such that for all x > A and all o € (—ay, ap),

lA(x, )| = Cg(x).

Proof Fix oy € (0,7/2). Assuming (Al), we have that g’(x) — 0 and hence 6 — 0
as x — oo; in particular we can choose A large enough so that for all x > A,
10| < min{ag, (7/2) — o} and tg(ap + 0) < ¢ for some ¢y < oo.

By symmetry, it suffices to suppose that we start on the positive half of the curve, i.e.,
at (x, g(x)). We have that |A(x, «)| is bounded by max{|A(x, o)|, |A(x, —ag)|}. First sup-
pose (2.4) holds. Then g is nondecreasing, so 8 > 0. Consider A(x, ag), represented as
A, when o = ¢ in Fig. 2. The reflected ray at angle o to the normal from (x, g(x)) has
equation in (xo, yo) given by

X0 —x = —(yo — g(x))tg(a +0).

Take a € (0, 1/¢o). As g’'(x) — 0, we have |g'(x)| < a for all x large enough. Consider
the line

Yo+ g(x) = —a(xo — x).
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_ normal

Fig. 2 Auxiliary construction for the proof of Lemma 5.1

This line intersects dD at (x, —g(x)) and it intersects the reflected ray at angle « to the
normal from (x, g(x)) at xo > x with

2g(x)tg(eo +0)
Xo—x=———"°=>""_° 6.1
1 —atg(ap +0)
Since |g'(xo)| < a for xy > x, the curve yo = —g(xp) remains above the line y, + g(x) =

—a(xp — x) for all xo > x. Thus |A(x, @p)| is bounded by xo — x as given by (5.1); this is
A’ in Fig. 2.

Thus, for some C € (0, 00), |A(x, ag)| < Cg(x), for all x large enough. A similar argu-
ment applies for A(x, —ay), and with slight modification when (2.5) holds. O

A related geometrical argument also provides the proof of Proposition 2.1:

Proof of Proposition 2.1 Under condition (2.4), so that g(x) is strictly increasing, the deter-
ministic path in the case P[o = 0] = 1 tends to infinity. It is then clear that for any distribu-
tion for « in this case that there exists & > 0 for which
Pie) —&V>e g =x]>e (5.2)
for all x large enough. The stated result for £ then follows in this case, and hence the result
for X also.
Now suppose that condition (2.5) holds and that « is non-degenerate. Then there exists
&1 > 0 for which Pl > &] > ;. Under (A1), g’(x) — 0 as x — 00, so we can choose A
big enough so that the angle 6 to the normal satisfies |6| < ¢;/2 for all x > A. From (A1),
we have that g is monotone and g(x) > 0. Then it follows that for all x in any bounded
interval (A, C), (5.2) holds for some ¢ > 0. Thus with positive probability & reaches any
finite horizontal distance, and the result follows in this case also. O

The next lemma gives crucial estimates for the first two moments of A(x,«). These
require fairly lengthy computations.
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Lemma 5.2 Suppose that a satisfies (2.3) and g(x) satisfies (A1), and also (2.4) or (2.5).
Then as x — 00

E[A(x, )] =2¢'(x)g(x)(1 + 2E[tg’]) + O(g(x)*/x); (5.3)
and

E[A(x, 2)’] = 4g(x)’E[tg’a] + O(g(x)*/x). (5.4)

Proof First suppose that (2.4) holds (the case of an increasing tube). Then 8 > 0. Take x
sufficiently large so that oyp + 6 < 7/2. Consider the jump A(x, o). We need to consider
3 cases. In the first case, o > 0 (see Fig. 3),

AGr, ) =Ap = (g(x) + g(x + Ap)tg(@ + ).

In the second case (see Fig. 4), o <0, |o| < 9,

Alx,a) = A, =(gx) +g(x + A ))tg(a +6).

_ normal

gz + Ay)tg(a+0),
e >

Fig.3 Aj:a>0

Fig.4 A/ : -0 <a<0
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.0

~_..--normal

Fig.5 A_:a<—-0

In the third case (see Fig. 5), @ <0, |¢| > 6,
—Alx,a)=A_ =(g(x) +g(x — A)tg(—a —6).
We start with the first of the three cases. Using Taylor’s theorem, we can write

g (x +dAy)
%Ai]’

A =tge+0)[3(0) +g(0) + g (AL +

where ¢ € [0, 1]. Thus, writing x; =x + ¢A,,

t; 0 " t 0
A, = 2¢(x) g(a+0) g"(x)tgla +0) A2
I—gtgla+60)  2(1—g'(x)tgla+0))
tgo + tgd
=2g(x) e
1 —tgatgh — g’ (x)(tgo + tgh)
g" (xy) (tga + tgh) A2
2(1 — tgatgh — g'(x)(tga +tgh))
() 8D Higa g"(xy) g'(x) +tga 2
T T 2gtga — g2 T 2 1-2gmtga—g/(x)2*

where we have used the fact that

tgu + tgu

tg(u £v) = ——.
gutv) 1 F tgutgv

(Recall that tgf = g’(x).) Analogously, in the second case,

tg(a +0) g"(x}) tg(o +6) (A )?
—g'(0tgla+0) 2 (I—-gMtga+0) *
g (x) —tgla] g"(x}) g (x) — tgla|
14+2¢"(0)tgla| — g’'(x)? 2 1+2g'(0tgla| — g'(x)?

Ay =28(N7

=2g(x)

(A2,
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where x', =x + @A’ , ¢ € [0, 1]; and in the third case

A =2¢(x) tg(—a — 0) g (x)tg(—a —6) A2
_=2g 1+ g’ (x)tg(—a —0) 21+ g/ (Otg(—a —0))
=2g(x) —g'(x) + tgla] g (x) —¢'(x) +tela o

I +2¢'(0)tgla| — g'(x)? 2 142 Mtglal —g'(x)?

where x_ =x —pA_, ¢ €0, 1].
By Lemma 5.1, we have that max{A, A;, A_} = 0(g(x)) a.s., and so

max{|xy — x|, |x} — x|, [x- — x|} = 0(g(x)) = 0(x).

So in particular g”(x4) = O(g"(x)), and similarly for x/,, x_. Thus,

_ g,(x) +tga " 2
As =200 5 E S 4 0 W)
A, =29 — SO g,

1+2¢'(0)tgla| — g'(x)?

and
—g'(x) + tgla|
1+ 2g'(0)tgla| — g'(x)?
Let us now estimate the first two moments of A(x, o). For convenience write F(x) :=
P[a < x]. For the first moment we obtain, using the symmetry of F,

A_=2g(x) + 0(g"(x)g(x)?).

—0

o 0
E[A(x,@)] = / ' AL dF(a) + / A;_dF((x) - / A_dF(a)
0 —0

—a

0 / /
_ g'(x) + tga g'(x) —tga
_/o 28() [1 g (tgr — g () | 14 2¢ (n)tge — g/(x)z}d”“)

o g'(x) +tg _ —g'(x) +tgo
+/e 2g(x)[1 —2g/(x)tga — g'(x)> 1 +2g"(x)tga — g’(x)z]dF(a)

+0(g"(0)gx)*)

(o T g0 g g —tga ]
B /0 28(x) |1 —2g"(0)tge — g'(x)?  14+2g'(x)tga — g'(x)? ] dF (@)

+0(g"(0)g(x)*)

o I 28/ (x) +4g'(0)tg*a — 28/ (x)?
:/ zg(x) ’ / 2 / / 2
0 L (1 —2g'(x)tga — g/ (x)?)(1 + 28" (x)tgo — g'(x)?) |

+0(g"(0)g(x)).

dF (o)

The denominator in the term in square brackets in the last integrand is 1+ O (g’(x)?). Hence
E[A(x, @)] =2g(x)g' (x)(1 4 2E[tg’a]) + O (g" () (x)* + ¢'(x) g (x)).

Then using (A1) to bound the error terms, we obtain (5.3).
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For the second moment, we have, in a similar fashion,

—6

') 0
E[A(x,a)2]=/ AidF(a)Jr/ (A;)ZdF(a)Jr/ AYdF (o)
0 —6

—ag

_ o g'(x) +tgo " Nt
—/0 20 T e g O @ | dF @)

0 !
g (x) —tgla| . L2
* /_a [Zg(x) 1+ 2g'(0tgla] — g/ (x)? +0(g"(x)g(x) )] dF (o)

—0 /
—8 (x)+tg|01| " 2 2
+ / [26(0) Tar el g0y T O W )| dF@

Qg 2
= / 2500t + 0 (808 (@) + 0" Wg @] dF (@)
0

0
+ f [2e(0)tga + 0(g(0)g' (x)) + O(g" (1) g(x)) ] dF (o)
-0

-0
+/ [28(x)(—tga) + O(g(x)g'(x)) + O(g"(x)g(x)z)]ZdF(Ol)

0]
@0
=2 f 4g(0)*(tg?)dF (@) + 0(g' (1) g(x)}) + 0 (8" (x)g(x)*)
0
=4g(x)’E[tg’a] + 0(g'(x)g(x)*) + 0(g" (x)g(x)*).
Then (5.4) follows, again using (A1) to bound the error terms.
Now suppose that (2.5) holds (the case of a decreasing tube). In this case the argument

follows similar lines to the previous one, and we only sketch the details. Now 6 < 0.
Analogously to the case where (2.4) holds, we define A, A_, A’”_. For @ > |0|, we have

Alx,a) = Ay = (g(x) +g(x + Ap)tgla —[0]).
In the second case, when 0 < o < |6|,
—A@x, )= AL = (gx) + g(x — AL)tg(10] — ).
In the third case, when « < 0,
—Alx o) =A_ = (gx) +g(x — A)tg(la| + |0D.

In the same way as before, we obtain

_ g/(-x) +tg0[ " 2
Ay =280 28 (ig — g ()2 + 0(g" (x)g(x)?),
ro_ g/(x)+tga ” 2
AL =—2g(x) 1= 2¢'()tga — g (02 +0(g"(x)g(x)"), and
Al =2g(r) 8O0,

1+2g' (x)tglar| — g'(x)*
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Similar computations to before then yield the same expressions (5.3) and (5.4). Lemma 5.2
is proved. U

The next result will allow us to compare the recurrence times o4 and t4.

Lemma 5.3 Suppose that « satisfies (2.3) and g satisfies (A1):

(1) If g satisfies (2.4) then for all A sufficiently large T4 > 04 a.s.
(i) If g satisfies (2.5) then for all A sufficiently large T4 <o, a.s.

Proof First we observe that when érf') = x is large enough (such that |g'(x)| < tg(% —ap)),
we have E,Ei)l‘é,fz) < 0, that is, successive collisions are a.s. on different sides of the tube.

Thus, for D =x > 4, as.,

€01 — &l > £, — 621 > g(x). (5.5)

Now suppose that (2.4) holds. Then for x large enough, under (2.4), (5.5) implies
I&:41 — & |l = 1. In other words, the time between collisions for the process X is no less
than that for the process &, and part (i) follows.

Now suppose that (2.5) holds. By the triangle inequality, we have

1 1 2 2
IEns1 — &l < 1810, — D+ 162, —£2).

Thus Lemma 5.1 with (2.5) implies that for some A, C € (0, 00), given £ =x > A,

Eir1 —&nll < Cg(x) <1,

for all x large enough. Then part (ii) follows. 0
5.2 Proofs for Recurrence Classification

Our approach to studying the horizontal component of the collisions process & is to con-
sider a rescaled version of the process in such a way that we get exactly an instance of the
Lamperti problem. The key is to find a scale on which the process has uniformly bounded
jumps.

Define the function % : [1, 0c0) — (0, c0) via h(x) := x/g(x). Under assumption (A1) on
g, it follows that

, 1 xg'(x) 1
W(x) = — — —[1- H]—,
=20 " e Ty
, 20/(0)  xg"(x) | 20g'(x) |
h'(x) = — - —ly(— D +o(1)]—,
(x) 2 ) 2 ly(y =D +o( )]xg(x)
" _ 1
h"(x)= O(xg(x)z)'

Now for n € Z* set £, := h(£{"). The process ¢ = ({,)nez+ is then covered by the Lam-
perti problem (cf. Sect. 4), as the following result shows.
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Lemma 5.4 Suppose that (A1) holds. Suppose that a satisfies (2.3). Then there exists B €
(0, 00) such that for alln € Z+ and all y > 0

P[|§n+l _é-n|§B|§n=y]=1~ (5.6)

Also, foralln € Z*, as y — oo

_ 2y —y)( +Eltg?e])
y

my(y) :=E[(u1 — )7 | & = y1 = 4(1 — y)*Eltg’a] + o(1). (5.8)

my(y) :==E[Lur1 — & | Lo =] +o(y™"); and (5.7

Proof Given £V = x, denote ¢, = y = h(x) > 0. If the reflection is at angle «, we have
from Taylor’s theorem that as x — oo

Cnt1 — & =h(x + A(xv“)) - h(x)

h//(x)

=W (x)A(x, o) + Alx, )+ O (X)A(x,a))

_ 2
U=y toanyi®  yy= Do AN | o (59
g(x) 2 xg(x)

using Lemma 5.1. By Lemma 5.1 we have that |A(x,«)| = O(g(x)), and then (5.6) is
immediate.
Taking expectations in (5.9) and using Lemma 5.2, we obtain

E[§n+l —&n | Sn = h(x)]
gx)

=2(1 —y +o(1)(1 + 2E[tg?a]g' (x) + Qy(y — 1) + o(l))E[tg"’a]T

_Zyd-pd +Eftg’a])g(x)
X

+o0(g(x)/x).

This yields (5.7). Similarly, squaring both sides of (5.9) and taking expectations gives
(5.8). d

This last result, together with Proposition 2.1, immediately implies the following:

Corollary 5.1 Suppose that g satisfies (A1), and that «a satisfies (2.3). Then ({,),ez+ is a
Lamperti-type problem as discussed in Sect. 4, satisfying (A2) and (A3). Moreover, (4.4)
holds if g satisfies (2.4), and also, if o is non-degenerate, if g satisfies (2.5). Finally, (4.3)
holds provided that a is non-degenerate.

In the special case where g(x) =x7, y < 1, so that ¢, = (Erfl))l’y, we will need a more
precise version of Lemma 5.4. This is Lemma 5.5 below. Not only will this enable us to deal
with the critical case in the recurrence classification (Theorem 2.3), it will also be crucial
for our proofs of the almost-sure bounds carried out in Sect. 5.3.

Lemma 5.5 Suppose that g(x) = x7 where y < 1, and that « satisfies (2.3). Then for all
nezZt, asy— oo

_ 2y —y)(1 +Eltga])
y

my(y) :=E[lur1 — L | & =] +o(y '(logy)™);  (5.10)
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my(y) :=El(Gur1 = 607 | & = y1 =41 = y)’Eltg’a] + o((log y) ™). (5.11)
Proof We can apply Taylor’s theorem to obtain, conditional on ¢, = y = x!77 > 0,

7(12_ y)x_V_IA(x, @)+ 0 7?).

_ 14

Gt — L= —y)x 7 Alx, @) —
Then taking expectations and using (5.3) and (5.4) we obtain (5.10). Similarly we obtain
(5.11) after squaring the last displayed expression. U

Proof of Theorem 2.1 Under the conditions of Theorem 2.1, Corollary 5.1 holds. We apply
Lamperti’s result Proposition 4.1 to the process ¢ described by Lemma 5.4, noting that ¢ is
null-recurrent, positive-recurrent, or transient exactly when & is. From Lemma 5.4, we have
that

2ymi(y) +ma(y) =4(1 — y)(y + Eltg’a] +o(1)), (5.12)

and also
2ymi(y) —ma(y) =4(1 — y) (v (1 + 2E[tg’a]) — E[tg’a] + o(1))
=4(1—p) ((y — v (1 + 2E[tg’a]) + (1)), (5.13)

where y, is given by (2.7).

For part (i) of the theorem, if y € (y,, 1) we have from (5.13) that there exists § > 0 such
that 2ym,(y) — m,(y) > ¢ for all y sufficiently large, and hence by Proposition 4.1(ii), ¢ is
transient.

For part (ii) of the theorem, it suffices to consider the case where « is non-degenerate, so
Y. > 0. Then from (5.13) we have thatfor 0 < y < y,, 2ym;(y) < m,(y) for all y sufficiently
large. Also, in this case y + E[tg?a] > 0, so we have from (5.12) that 2ym;(y) > —m(y)
for all y sufficiently large. Hence by Proposition 4.1(i), ¢ is null-recurrent.

This proves Theorem 2.1 for the process &, and the statement for the process X follows
from (2.6) and Lemma 5.3(i). O

Proof of Theorem 2.2 For part (i), if y + E[tg’a] < 0, we have from (5.12) that 2ym; (y) +
my(y) < —8 for some § > 0 and all y sufficiently large. Then (noting Corollary 5.1) it
follows from Proposition 4.1(iii) that ¢ and hence £ is positive-recurrent.

For part (ii), it suffices to suppose that « is non-degenerate. Then the y < 0 case of (5.13)
implies that 2ym (y) < m,(y) for all y large enough. On the other hand, if y + E[tg?a] > 0,
we have from (5.12) that 2ym(y) + m,(y) > 0 for all y sufficiently large. Then null-
recurrence follows from Proposition 4.1(i). O

In order to complete the proof of Theorem 2.3, we need a sharper form of Lamperti’s
recurrence classification result presented in Proposition 4.1. Fine results in this direction are

given in [23]. We will only need the following consequence of Theorem 3 of [23].

Lemma 5.6 [23] For n a Lamperti-type problem satisfying (A2), (4.3), and (4.4), n is null-
recurrent if, for all x large enough,

1
2x[puy (0)] = (1 + l—)uz(X)-
ogx
Proof of Theorem 2.3 This now follows from Lemma 5.6 with Lemma 5.5. O
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5.3 Proofs for Almost-Sure Bounds

The key to the proof of our almost-sure bounds for the stochastic billiard model is to apply
our almost-sure bound results from Sect. 4 to the rescaled process ¢ that we studied in
Lemma 5.5. This will allow us to obtain Theorems 2.4 and 2.6. We will then derive the
results for the continuous-time process X, Theorems 2.5 and 2.7, from the corresponding
results for £. Recall that for n € Z7, ¢, := (§V)! 7.

Proof of Theorem 2.4 The idea here is to apply Theorem 4.1 to the process ¢. By
Lemma 5.5, we have that (5.12) holds. Then since y > 0 this implies that the conditions
of Theorem 4.1(i) and (ii) are satisfied for the process ¢ (using Corollary 5.1). Thus for any
& > 0, a.s., for all but finitely many n € Z*,

nl/z(logn)_(l/z)_s < max ¢, < nl/z(logn)(l/z)“,
0<m=<n

and then (2.8) and (2.9) follow, since &, = (§{")!77.

Also by Lemma 5.5, we have that (5.13) holds. If y > y,, it follows (using Corollary 5.1)
that we can apply Theorem 4.2 with n = ¢ to obtain that for some D € (0, 00), a.s., for all
but finitely many n € Z*, ¢, > n'/?(logn)~". Then (2.10) follows. O

Proof of Theorem 2.6 This time we will apply Theorems 4.1 and 4.3. It follows from
Lemma 5.5 that

2ym(y) = —kmy(y) +o((log y)™"),
where
. — ~v( +Elig’a)
(1 -yp)E[tge]

Hence for y < —E[tg’a], k > 1 and (using Corollary 5.1) the conditions of parts (i) and (ii)
of Theorem 4.3 are satisfied for ¢. Then part (ii) of the theorem follows.

On the other hand, for y > —E[tg?a], we have ¥ < 1 so that (using Corollary 5.1) the
conditions of parts (i) and (ii) of Theorem 4.1 are satisfied. This yields part (i) of the theorem,
in the same way as in the proof of the corresponding results in Theorem 2.4. U

The following lemma will enable us to derive our ‘infinitely-often’ lower bounds for X M
from bounds for éj,f b,

Lemma 5.7 Suppose that y < 1. Suppose that there exist a, b > 0 with ay > —1, such that
for any & > 0, a.s., for all but finitely many n € Z.*

n(logn)~"7¢ < max gD < n(logn)’*. (5.14)

Then for any € > 0, a.s., for all t sufficiently large,

1 a _ 2yab+b
sup Xi ) >t T+ya (log t) I+ya

0<s<t

—&
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Proof Recall the definition of the collision times v; from (2.1). We have from the triangle
inequality and Lemma 5.1 that for some C € (0, 00), for all k € N,

k-1 k-1 k
ve=Y I —&1 <) (5 —&"1+162, -2 ) <D "y,

j=0 j=0 j=0

Thus by the upper bound in (5.14), for any & > 0, a.s., for some C € (0, 00) and all k € Z™,
v < Ck'T74(log k)7, (5.15)
Let & > 0, and for ¢ > 1, set
1 _rb .
ke(t) := [t T (logt) T * |.

Also recall the definition of n(¢) from (2.2). Then by (5.15) we have that for any & > 0, there
exist C € (0, 00) and ¢’ > 0 for which, a.s., for all 7 large enough

Vi < Ctlogn)™ <t;
hence for any ¢ > 0, a.s., for all ¢ sufficiently large
ke(t) <n(t) and i) < Vue) <t < Vpe)41- (5.16)
Now from (5.16) we have that, a.s., for all ¢ large enough

M= max &W. (5.17)

sup XV > max
s Y 0<m<ke () "

0<s<t T 0<m<ke(t)

Now applying the lower bound in (5.14) we obtain for any ¢ > 0, a.s., for all 7 large enough

a ab
sup X > (k, (1)) (logke (1)) ™" > CtT7a (log ) Trve ~““(log 1),

0<s<t
using the definition of k. (¢). Simplifying leads to the desired result. U
We will use Lemma 5.7 in the proofs of Theorems 2.5 and 2.7 below. We will apply the

lemma taking either a = 1/(2(1 — y)) with y < 1 or a = p(y) with y < 0. Note that for
y <0,

Y 1
> > =
PP Z 5 2y

so that the hypothesis ay > —1 in Lemma 5.7 is satisfied in either case.

Proof of Theorem 2.5 First of all, from Theorem 2.4 we have that (2.8) and (2.9) hold. Thus
we can apply the a =b =1/(2(1 — y)) case of Lemma 5.7, which yields (2.11). It remains
to prove (2.12).

By the construction of the process, we have that a.s., for r > 0,

1 . (1) (1) (1) ()
X' € [mln{sn(t) sEnyr b max{§, ) 8, }]- (5.18)
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Suppose that y > y,, so that we have transience. First we prove the lower bound in (2.12).
We have from (5.18) that a.s., for all ¢ large enough,

(1) : 1 <
X, = mln{gn(,y En(t)Jr] }.

Hence from (2.10) we have that for some D € (0, 00), a.s., for all ¢ large enough
0 ] -D =] -D
X;' = ()2 (logn (1))~ = (ke (¢)) 207 (logk. (1))~ ",

the final inequality using (5.16) and the fact that the function z zﬁ (logz)~P is even-
tually increasing in z. Now (2.12) follows by the definition of k. (¢).

Now we prove the upper bound in (2.12). From (2.1) and (5.5) we have that v, >
Y Z0(E™M)7 . Then using (2.10) we have that for some D € (0, 00), a.s., for all but finitely
many k € N,

2—
e > kT (log k) 2. (5.19)

Let D > 0, and for ¢ > 1 set
, 20-y) D
kp() =1t v (logt)”].
Then by (5.19), we have that for D large enough, a.s., for all ¢ sufficiently large,
i o = 1, and n(t) < k().

Now from (5.18) and (2.8) we have that for some C € (0, 00), a.s., for all 7 sufficiently large,

1
X <) +EL L < 0@ (logn(1)C.

Now using the fact that n(t) < k},(¢) a.s., and the definition of k/,(¢), the result follows. [

Proof of Theorem 2.7 We apply Lemma 5.7 again. For part (i), we have from part (i) of
Theorem 2.6 that (2.8) and (2.9) hold, so we can apply the a =b =1/(2(1 — y)) case of
Lemma 5.7 to obtain (2.11) in this case.

For part (ii), we have from part (ii) of Theorem 2.6 that (2.13) and (2.14) hold. So we can
apply the 2a = b =2p(y) case of Lemma 5.7, which yields (2.15). O
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